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Abstract. The analogy of a semantic network to hypertext has long
been recognized, and semantic networks have been considered as a logi-
cal model of hypertext – especially for those hypertexts with typed nodes
and links. Moreover, wordnets form the most representative type of se-
mantic networks in the field of Natural Language Processing and seman-
tics in particular. It is obvious that hypertext and wordnets share many
common points regarding their fundamental principles and the objectives
towards which they both aim. This paper expresses our initial thoughts
towards incorporating the Balkan WordNet in Callimachus CB-OHS, as
such systems can conveniently support structure. We strongly believe
that such tasks can be addressed by using already implemented domain
abstractions along with a new set of behaviors.

1 Introduction

Hypertext has always been closely related to the idea of freedom to associate,
making it to be considered as an alternative means of structuring information [2].
This new promising field provides its users (namely, authors and readers) with
effective ways of presenting and exploring information. For authors, hypertext
systems offer a high degree of flexibility for connecting pieces of information and
presenting it as an assembled collection in an information network. For readers,
hypertext provides tools for navigating in these information networks and for
exploring them freely. Therefore, hypertext can be a valuable dialogic means,
facilitating the organization of information according to the user needs.

On the other hand, semantic networks form a highly structured linguistic
resource enabling a flexible navigation through the lexical items of a language.
Wordnet forms a kind of conventional dictionary where semantic information of
the terms it contains is represented. The main structural entities of wordnets
are language internal relations through which words are linked based on their
semantic properties. The main contribution of wordnets in lexicography is the



systematic patterns and relations that exist among the meanings expressed via
lexical units. In this respect, wordnet as a particular type of semantic networks
resembles much hypertext as far as the structural organization of information is
concerned.

The need for linguistic support in various user tasks, such as search engines
[20], document processing [6], etc., raises new requirements for developers of lin-
guistic applications. Such developers are in constant search for suitable tools.
Given that linguistics has a strongly structural nature, the deployment of struc-
ture oriented platforms for such tasks can be beneficial. In the attempt to provide
structure oriented tools, we found the deployment of Component Based Open
Hypermedia Systems (CB-OHS) to create a platform for linguistic processing
very challenging.

This paper is a first attempt to model wordnets using Callimachus CB-OHS
[21], which provides a baseline for modeling different structural domains. Word-
nets, being heavily structured language resources, could take significant advan-
tage when modeled on the ground of a CB-OHS. In such cases, computations
over structure, needed by many wordnet applications, can be efficiently provided.
Therefore, applications built on top of this framework, would exploit at large the
potential offered by wordnets.

Our motivation was BalkaNet1 (Balkan WordNet), an IST project under-
taken by our laboratory, that aims at combining effectively Balkan lexicography
and modern computation. The most ambitious feature of BalkaNet is its at-
tempt to represent semantic relations and organize lexical information of Balkan
languages in terms of word meanings. One envisaged application of BalkaNet
concerns its incorporation in Information Retrieval (IR) systems in order to
support conceptual text retrieval as opposed to exact keyword matching. Trying
to realize conceptual indexing, computations over wordnet structure must be
applied, a task that can be better facilitated by CB-OHSs.

2 Structure in Semantic Networks

Wordnets form the most representative type of semantic networks in the field of
Natural Language Processing and semantics in particular. Motivated by theories
of human knowledge organization, wordnet emerged as a highly structured lan-
guage repository, where words are defined relative to each other. Unlike machine-
readable dictionaries and lexica in book format, wordnet makes the commonly
accepted distinction (between conceptual-semantic relations) which link con-
cepts and lexical relations [4]. Thus, despite their resemblance to typical the-
sauri, wordnets in general clearly separate the conceptual and the lexical levels
of language. Such a distinction is reflected via semantic-conceptual and lexical
relations that hold among synsets and words respectively. Wordnets form seman-
tic dictionaries that are designed as networks, partly because representing words
and concepts as an interrelated system seems to be consistent with evidence for
the way speakers organize their mental lexicons [9, 15].
1 For more information please visit http://www.ceid.upatras.gr/Balkanet.



Wordnets’ hierarchical structure – as shown in Figure 1 – allows a searcher to
access information stored in lexical chains along more than one path, semantics
being among them. Conceptual structures are modeled as a hierarchical network
enabling a graphical representation of the lexicalized concepts when the latter
are denominated by words [19]. The theoretical analysis shows dependencies
among semantic relations, such as inheritance of relations from sub-concepts
to super-concepts. Therefore, related senses grouped together under the same
lexical chain form preliminary conceptual clusters. Words belonging to the same
lexical chain are connected via language internal relations, each one denoting
the type of relation that holds among the underlying word meanings. Some of
the language relations are reflective in the sense that if a link holds between
terms A and B then a link also holds between term B and term A. However,
bi-directionality of the relations strongly depends on the language particularities
and semantic properties of the underlying word meanings.
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Fig. 1. This is an example of a WordNet depicting only the basic relations of hyponymy
and hyperonymy, each one forming a tree. However, there are many other typed rela-
tions, such as antonymy, meronymy, etc., that have been recognized [5].

In order to account for particularities in lexicalized concepts, tags are assigned
to each lexical relation denoting specialized semantic characteristics of a word’s
meaning. Tags can be viewed as a means of semantic constraint imposed upon
semantic relations that link word meanings rather than word forms. Moreover,
tags provide information about which of the semantic properties represented in a
lexical chain are inherited to its components. In this respect, words represent an
atomic and unbiased level of individuality that becomes meaningful via anchoring



of semantic relations. As Hasan [7] pointed out, any word in a chain can be
related to multiple other words in that chain. All lexical relations form a graph
in which cycles are disallowed, all they contribute very little, if of any, new
information.

Summarizing, the structure of lexical data within wordnets is what differen-
tiates the latter from traditional lexicographic aids (both dictionaries and the-
sauri). The motivation behind constructing semantic networks in the form of a
graph relies on the fact that lexical data becomes meaningful only via predefined
linguistics structures. Navigation through the content of wordnets becomes fea-
sible via language internal relations, which form the main notion around which
structure is defined.

3 Approaching Wordnet via Hypertext

Adopting the “primacy of structure over data” [17], hypertext can be seen as a
technology well suited to exploring different kinds of representational structures
[13]. Viewing different parts of information as objects, users, often referred to as
readers, can navigate through them in a more effective and convenient fashion.
Additionally, authors can manipulate information according to their needs [10].
Therefore, hypertext can be regarded as an informal mechanism that describes
the attributes of these objects and captures relationships that possibly exist
between them. Such a characteristic allowed hypertext become known as an
alternative way of structuring information.

The analogy of a semantic network to hypertext has long been recognized
[3]. A semantic network is a knowledge representation scheme consisting of a
directed graph in which conceptual units are represented as nodes, and relations
between the units are represented as links. The graph becomes semantic when
each node and link is assigned a particular type, making them meaningful [22,
23]. The essential idea of semantic networks is that the graph-theoretic structure
of relations can be used for inference as well as understanding [12]. We claim that
wordnets, the most representative type of semantic networks, can be supported
by a CB-OHS [16, 24].

3.1 Hypertext and Wordnet: Similarities

Hypertext and wordnets share many common points regarding their fundamen-
tal principles and the objectives towards which they both aim. In particular, they
are both targeted towards capturing relations that possibly exist between ob-
jects and thus providing information of the underlying objects via various types
of links used for describing the relations. Therefore, the main characteristic of
wordnets and hypertext systems is the ability to create associations between se-
mantically related information items. On the one hand, these associations imply
purposeful and important relationships between associated materials, whereas
on the other hand the emphasis upon creating associations stimulates and en-
courages habits of relational thinking of the user [11].



Relations form the notion around which both semantic networks and hy-
pertext are organized. In the case of semantic networks, relations are denoted
explicitly between the lexical units they contain via predefined lexical links, and
capture information on the semantic properties of words. In the case of hyper-
text, although the notion of association can be met in all hypertext domains,
the navigational domain with the use of links is most closely related to it. Con-
sequently, lexical relations form the fundamental entity of semantic networks
in the same way as associations in hypertext form the basic structural element
around which domains are modeled.

In both cases, information objects (either lexical or not) are heavily struc-
tured in order to enable users of wordnets or hypertext to navigate successfully
through the information they contain. Structure is achieved via internal links,
which form the basis on which information is stored and expressed. However,
links in semantic networks and hypertext, until recently, have been viewed as
two distinct elements and no attempt has been made towards comparing the
two. We report on the similarities that exist between hypertext relations and
semantic links in an attempt to model the latter in hypertext systems.

In order to create associations in an effective way, hypertext researchers have
created a flexible link structure incorporating different levels of functionality.
More specifically, in hypertext one can create single or bi-directional links, binary
or n-ary links, links to links, automatically activated links, etc. Similarly, links
in wordnet are reflective and generally have no restriction on the number and
types of links they could include, as the relatedness between the information
items is properly and adequately expressed.

However, reflective links does not always apply to all wordnet links posing,
thus, the need for semantic tags to be attached on single-direction relations.
Namely, tags are used on semantic network relations to indicate that a lexical
item is related to another via a particular type of link but not vice versa. How-
ever, in the case of hypertext, tags are used implicitly and are defined within
structural elements during the modeling phase of a structural domain (e.g. an
attribute may exist denoting that a link is bi-directional or not).

Furthermore, besides creating associations among semantically related in-
formation items, another characteristic shared between hypertext and semantic
networks is inheritance. This feature implies that objects are inherited by their
descendants. More specifically, the notion of generalization and specialization
forms the principle on which relations are expressed. Specialization and gener-
alization define a containment relationship between a higher-level entity set and
one or more lower-level entity sets. Specialization is the result of taking a subset
of a higher-level entity set to form a lower-level entity set, whereas generalization
is the result of taking the union of two or more disjoint (lower-level) entity sets
to produce a higher-level entity set.

Inheritance in wordnets is described via the H/H tree (Figure 1) – that is
the complementary hypernymy/hyponymy relations. This type of relationship
between objects results in viewing wordnets like tree-structured sources of infor-
mation, and thus circular loops are disallowed. As far as hypertext is concerned,



these organizational structures exist in the taxonomic domain under the respec-
tive terminology of supertaxon and subtaxon. The subtaxon is associated with
the supertaxon via an “is-a” relationship, inheriting all the characteristics that
the latter might have. In particular, the user can classify objects (known as spec-
imens) into sets according to their features, search within the members of a set
to find relationships or discreet subsets, and create new sets from the already
existing ones [18].

3.2 Using Callimachus to Model Wordnet

The Callimachus CB-OHS attempts to provide the framework in which different
hypertext domains co-exist and structure servers - providing new abstractions
and services – for new domains can be developed. Special attention has been paid
on the provision of suitable tools, which are part of the methodology, to facili-
tate structure servers’ development. One such tool is comprised of the structure
templates that aim at maintaining the specifications of the structure model of
a particular hypertext domain. Structure servers are guided by these structure
templates to provide domain specific abstractions and constraints.

In Callimachus, the methodology for defining the structure model of a do-
main (e.g. navigational, taxonomic) consists of the specification and interrelation
of structural types [21]. A structural type is either an instantiation of a basic
abstract class, the Abstract Structural Element (ASE), or a specialization of
another existing structural type. Depending on the structural domain to which
a structural type belongs, an arbitrary number of properties and endsets can be
specified. Such structural type definitions constitute a template that describes
the structural domain to be modeled. In this view, structure servers based on
templates provide the ground for delivering structural domain specific abstrac-
tions to clients. In particular, they operate on structural objects2 transforming
them to useful abstractions, thus enabling clients to use them according to the
structural domain specific restrictions.

Trying to model the Balkan wordnet using Callimachus, its structure must be
explicitly defined by introducing the notion of templates. Based on the common
points that hypertext and wordnets share, we realized that the latter borrow
many characteristics from different hypertext domains, thus raising issues that
have been met in cross-domain interoperability topics [1, 14]. Taking this obser-
vation into account, strong evidence exists in building the BalkaNet structure
server on top of already existing structure servers (e.g. navigational, taxonomic)
requesting the appropriate services (see Figure 2). The latter could be efficiently
achieved by creating the BalkaNet template, which will emerge from the utiliza-
tion of the navigational and the taxonomic ones.

More specifically, in the BalkaNet structure server both navigational and
taxonomic structural characteristics coexist. Depending on the requests it is
called to serve, the corresponding structure server is activated. If, for example,
an “is-a” request is submitted to the server, the respective H/H tree has to

2 A structural object is an instantiation of a structural type.



be traversed. Serving such requests presupposes that they are directed to the
taxonomic structure server, due to the correspondence H/H trees have with the
underlying domain. Conversely, if a request doesn’t fall in the “is-a” relation,
the navigational structure server is called to serve it. This is due to the fact that
non “is-a” relations (e.g. synonymy, antonymy) link nodes in a non hierarchical
way. Summarizing, other requests can be erved in a similar manner.

Application

Infrastructure

Navigational SS Taxonomic SS

Balkanet SS

Fig. 2. The BalkaNet structure server and its incorporation in Callimachus system.

Consequently, specifying an adequate set of behaviors would result in better
exploitation of the wordnet structure. In this way, applications built on top of
Callimachus, such as conceptual indexing, can perform structural computations,
increasing the possibility for better results in information retrieval. For exam-
ple, speaking of query expansion3 in search engines, given a query by the user,
the structure server could traverse the synonymy relation for each appearing
query term and replace it with its synonym. Similarly, in case the user wishes
to broaden the search conceptually, the hyperonymy relation could be traversed
adding the hyperonyms to the query, whereas for narrowing the query, the hy-
ponymy relation should be traversed. Supporting this task within the CB-OHS
framework provides the ground for delivering the computational tools to exploit
wordnet structures.

4 Discussion

As it has been already mentioned, hypertext is not mainly used for the organi-
zation of information but can be considered as a significant means of structuring
3 Query expansion is a method for performing sense-based retrieval by linking words

based on their semantics [8].



information. Viewing wordnets under the notion of hypertext, the power of the
latter is enforced even more, making us infer that any kind of information can be
structured under its fundamental characteristics. Taking advantage of the struc-
tural characteristics of hypertext, while developing wordnets, can prove quite
beneficial for both the lexicographic and linguistic communities.

Open Hypermedia Systems (OHS) in their move from domain-specific frame-
works to cross-domain Component Based Open Hypermedia Systems, provide
frameworks for supporting combinations among different domains. Based on the
similarities that wordnets and already existing hypertext domains share, we
reached the conclusion that even if wordnet is a new application domain it can-
not be seen as a new structural domain. In particular, the wordnet structure
server relies on the basic structural abstractions of the navigational and the
taxonomic domain. However, it supports a new set of behaviors providing the
wordnet functionality.

The motivation of this work emerged from the BalkaNet project whose appli-
cation focuses on information retrieval applications. However, we strongly believe
that by adopting structures implied by the hypertext community in other ap-
plications, such as lexicography, the potential and performance of the latter can
be significantly improved. When it comes to the storage of lexicographic data,
the need for efficient structures becomes apparent due to the large amount of
information that has to be handled and especially due to the dynamic nature of
the underlying information.
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