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ABSTRACT

Up-to-date, the effectiveness of bibliographic data retrieval is tightly bound to the performance of traditional keyword matching techniques that require a perfect match between the user-typed query and the indexed keywords of the available data sources. In cases when user requests pursue the retrieval of scientific publications which deal with relevant issues but use different terminology to address them, these techniques are ineffective. In this paper we introduce a novel approach for the thematic organization of bibliographic records that builds upon a semantic relatedness measure we have implemented for this task. In particular, we introduce the Omiotis measure, which captures the semantic relatedness between text segments and enables the thematic organization of the bibliographic data stored in online databases. The experimental evaluation of our measure demonstrates that it can significantly improve the performance of several data mining tasks, such as publications’ classification and clustering, compared to existing techniques. Omiotis estimates the semantic relatedness between publication titles based on the combination of the following: (i) the importance of terms in the publications’ titles, (ii) the semantics of title terms, and (iii) the semantic relatedness between the senses identified for the title terms.

The advantage of our bibliographic data organization method is that it captures the semantic relatedness of publication titles, even when they use different terminology, without the need for training or tuning.

Although, dictionary-based semantic relatedness methods have not been designed to handle such tasks, it is -to the best of our knowledge- the first time that such an approach is presented as an application to the bibliographic data domain, and the results are encouraging. The exploitation of additional semantics afforded by scholarly publication: date, institutional affiliation, departments, citations, co-citation, co-authorship, etc. can further improve search capabilities thus allowing the users of bibliographic database to retrieve information that relates to their search pursuits, rather than simply containing their search query terms.

The following section contains a brief overview of related works. Section 3, explains the basic functionality of Omiotis. Section 4, describes the evaluation process of our measure and presents the results. Finally, Section 5 concludes the paper.

1. INTRODUCTION

The level of data accessibility in online bibliographic databases is often limited to the metadata descriptors of the publications’ contents, e.g., titles, author(s), venues, and year of publication. Consequently, the scientific publications retrieved for some query are those that contain the query terms in the designated metadata elements. Frequently, the information need of users is not always very precise, such as to retrieve a specific paper but might as well be to retrieve publications on a specific subject. For example, the response to a user’s request on search engine logs analysis will be papers that containing in their title or content one or more of the query terms. As a consequence, publications addressing the subject of search engine logs analysis but with a different terminology (e.g. study of web transactions) will be omitted from the results.

One way to overcome the above limitation is to equip bibliographic databases with semantics-aware data processing tools that would support the thematic organization of the bibliographic records and would enable the semantic retrieval of scientific publications. In this paper, we introduce a novel approach for organizing publications in bibliographic databases, which relies upon a semantic relatedness measure, named Omiotis. Our relatedness measure quantifies the degree to which different text extracts relate to each other in terms of both lexical and semantic information. In particular, Omiotis estimates the semantic relatedness between publication titles based on the combination of the following: (i) the importance of terms in the publications’ titles, (ii) the semantics of title terms as these are determined via WordNet [3], and (iii) the semantic relatedness between the senses identified for the title terms.

The advantage of our bibliographic data organization method is that it captures the semantic relatedness of publication titles, even when they use different terminology, without the need for training or tuning.

2. RELATED WORK

Bibliographic data organization has attracted the interest of many researchers who study ways of organizing scientific publications in
terms of their thematic coverage. Under this scope, they employ standard text classification techniques, e.g., Bayesian or Support Vector Machines (SVM) [1], or even Concept Base Vector Space Model [9] in order to assign research papers into appropriate categories. The combined utilization of metadata and full-text information for classifying bibliographic records into appropriate subject classes has been proposed in [7]. However, none of the aforementioned techniques takes into account semantic information from dictionaries or word thesauri.

In the case of scientific community mining from publication records the challenge is to the discovery research communities that share common interests. In [8] a method is proposed that relies on the scientists’ publication records in order to create scientific communities. Moreover, in [5] and [11] community mining systems were proposed, which use bibliographic data in order to discover and visualize communities of researchers. Our work is complementary to the above efforts in that our semantic relatedness measure can be explored for capturing the relevance between community member interests as expressed by their publications.

Most of the existing approaches, focus on the feature selection aspect for the sentences classification and pay less attention to the impact that word semantics have on the sentence classification performance. Our method, being unsupervised dictionary-based, obviates the need for collecting training data samples and, as such, its performance is independent from the quality of the training examples.

3. SEMANTIC RELATEDNESS OF BIBLIOGRAPHIC RECORDS

In this section we introduce the core element of Omiotis, the SR measure [10], which is a measure of semantic relatedness between concepts of a word thesaurus, and proceed with Omiotis, which extends SR to capture the semantic relatedness between text fragments. In the remainder of this paper we distinguish between semantic similarity and semantic relatedness since the former considers only the hierarchical relations (i.e., hypernyms/hyponyms), while the latter takes into account every non-hierarchical semantic relation.

3.1 Background on Semantic Relatedness

SR [10] is a thesaurus-based measure that explores all the different types of semantic links that connect concepts in a thesaurus, in order to estimate the degree to which word pairs semantically relate to each other. WordNet [3], the backbone resource of SR, groups terms that represent a common concept into synonym sets (i.e., synsets) and structures them into a conceptual graph whose nodes represent concepts and edges represent semantic relations between concepts. The SR measure firstly builds the concepts’ semantic network, i.e., all the paths that connect the concepts examined, and thereafter computes the weights of these paths by considering: (a) the length of the semantic path; (b) the intermediate nodes’ specificity, denoted by the node depth in the thesaurus’ hierarchy; and (c) the weight of the semantic edges that compose the path, which depends to the edge type and is analogous to the edge type’s frequency of occurrence in the thesaurus $O$. Eventually, the semantic relatedness for a pair of concepts corresponds to the maximum path weight. The estimated SR values for concept pairs are expanded to their corresponding terms, based on the following definition:

**Definition 1.** Let a word thesaurus $O$, a pair of terms $T = (t_1, t_2)$ for which there are entries in $O$, $S_1$ the set of senses of $t_1$ and $S_2$ the set of senses of $t_2$ in $O$. If $S_{th}$ is the set of all senses pairs $(s_i, s_j)$, with $s_i \in S_1$ and $s_j \in S_2$, then the semantic relatedness of $T$ (*SR(T,O)*) is defined as: $\max \{SCM(S_i, O) \cdot SPE(S_j, O)\}$, for all $k = 1..|S_1| \cdot |S_2|$, where SCM is the accumulative weight of the edges comprising the path and SPE is the accumulative depth of the nodes comprising the path. Semantic relatedness between two terms $t_1, t_2$ where $t_1 \equiv t_2 \equiv t$ and $t \notin O$ is defined as 1. Semantic relatedness between $t_1, t_2$ when $t_1 \in O$ and $t_2 \notin O$, or vice versa, is considered 0.

Motivated by the success of SR towards measuring the semantic relatedness between terms [10], we decided to utilize it as the core measure for quantifying the semantic relevance between sentences (i.e. paper titles in our work). Among all other measures in the bibliography [2], [4] SR is the only measure that examines all types of semantic relations within and across Part-Of-Speech and has a considerably improved performance compared to existing methods. Moreover, it entails low complexity and runs completely automatically.

3.2 Identifying Semantically Related Texts

To quantify the degree to which publication titles semantically relate to each other, we build upon the SR measure, which we significantly extend in order to account not only for the terms’ semantic relatedness but also for their lexical similarity. This is because publication titles may contain overly-specialized terms (e.g., an algorithm’s name) that are inadequately (if at all) represented in WordNet. We begin with the estimation of the terms’ importance and afterwards compute the weights of the paths that connect them. The maximum lexical and semantic relevance between each pair of terms is defined as:

$$\lambda_{i,j} = 2 \cdot TF_{IDF}(a_i, A) \cdot IDF(b_j, B)$$

Having computed the lexical similarity between title terms $a_i$, we estimate their semantic relatedness, i.e. $SR(a_i, b_j)$. Our next step is to find for every word $a_i$ in title $A$ the corresponding word $b_j$ in title $B$ that maximizes the product of lexical similarity and semantic relatedness values:

$$x(i) = \underset{j \in \{1,|B|\}}{\arg \max} (\lambda_{i,j} \cdot SR(a_i, b_j))$$

Where $x(i)$ corresponds to that term in title $B$, which entails the maximum lexical similarity and semantic relatedness with term $a_i$ from title $A$.

Consequently, we aggregate the lexical and semantic relevance scores for all terms in title $A$, with reference to their best match in title $B$ denoted as shown in equation 3:

$$\zeta(A, B) = \frac{1}{|A|} \left( \sum_{i=1}^{A} \lambda_{i,x(i)} \cdot SR(a_i, b_{x(i)}) \right)$$

We repeat the process for the opposite direction (i.e. from the words of $B$ to the words of $A$) to cover the cases where the two titles do not have an equal number of terms. Finally, we derive the degree of relevance between titles $A$ and $B$ by combining the values estimated for their terms that entail the maximum lexical and semantic relevance to one another, given by equation 4.

$$Omiotis(A, B) = \frac{[\zeta(A, B) + \zeta(B, A)]}{2}$$
Algorithm 1 Omiois(A,B, Sem, Lex )

Require: Two texts A and B, comprising m and n terms each (a_i and b_j are terms from A and B respectively), a semantic relatedness measure $Sem : SR(a_i, b_j) \rightarrow (0..1)$, a weighting scheme of term importance in a text $Lex : TF-IDF(a_i, A) \rightarrow (0..1)$

Ensure: Find the pair of terms that maximizes the product of Sem and Lex values.

Compute-Zeta(A,B)
1: for all terms $a_i \in A$ do
2: $x_i := 0$
3: $sum(A) := 0$
4: for all terms $b_j \in B$ do
5: $\lambda_{i,j} = \frac{2 \cdot Lex(a_i, A) \cdot Lex(b_j, B)}{Lex(a_i, A) + Lex(b_j, B)}$
6: if $x_i < \lambda_{i,j} \cdot Sem(a_i, b_j)$ then
7: $x_i = \lambda_{i,j} \cdot Sem(a_i, b_j)$
8: end if
9: end for
10: $sum(A) := sum(A) + x_i$
11: end for
12: $Zeta(A, B) := \frac{sum(A) / |A|}{Compute-Omiotis(A,B)}$
13: $Omiotis(A, B) := \frac{Zeta(A,B) + Zeta(B,A)}{2}$

Algorithm 1 summarizes the computation of Omiotis the complexity of which is strongly related to its base measure of semantic relatedness (SR). In order to improve the scalability of Omiotis, we have pre-computed and stored all SR values between every possible pair of WordNet synsets in a RDBMS. This is a one-time computation cost which dramatically decreases the computational complexity of Omiotis, making it scalable and fast.

4. EXPERIMENTAL EVALUATION

For our evaluation, we utilized different datasets harvested from the DBLP bibliographic database and we carried out three experiments; one for each of the previously described tasks. In the first experiment, we incorporate Omiois into a k-NN classifier and organize a number of publications into their suitable classes, i.e., their publication venues. We compare the accuracy of results of the k-NN classifier that employs Omiois against k-NN with cosine, a Support Vector Machines classifier with linear kernel, and a Naïve Bayesian Classifier. In the second experiment, we employ Omiois and cosine similarity for building the adjacency matrices of publication titles. We cluster the set of titles into thematic subsets using the CLUTO clustering suite and the matrices as input and compare results. In the third experiment, we compare the performance of Omiois in automatically identifying researchers with common scientific interests against the standard co-authorship-driven model.

4.1 Bibliographic Data Classification

To evaluate the effectiveness of Omiois in thematically classifying scientific publications, we relied on the titles of all the papers published in ECDL, ECML/PKDD, FOCs, KDD, SIGMOD, SODA and VLDB conferences between 2006 and 2008. The conferences were selected to cover various disciplines with potential interest overlap, thus constituting a difficult classification problem to solve. The k-NN classifier, was trained against the 786 titles published in 2006 and tested against the remaining 1, 495 titles of years 2007 and 2008. In order to examine whether the number of classes and the potential overlap affects the results, we conducted experiments on a subset of the previous set comprising papers from distinct research communities (ECDL, ECML/PKDD and FOCs from 2006 to 2008). We assessed the performance of the classifiers, using accuracy (A), macro-averaging precision (P), macro-averaging recall (R), and the macro-F1 measure (F1) for each experiment separately. Table 1 presents the results for various values of k in the k-NN classifier. The symbols 3, 5, 7, in the results of cosine, indicate a statistically significant difference from the respective Omiois value at confidence levels 0.99, 0.95, 0.90 respectively. Also, the maximum score found for every evaluation measure in both experiments is highlighted. The results presented in table 1 clearly indicate that the Omiois measure outperforms cosine in all cases and with statistical significance at high confidence levels in several cases.

Furthermore, we compare k-NN using Omiois against a Support Vector Machines classifier that uses linear kernel, and a Naïve Bayesian Classifier. For both executions, we used the implementations offered by the Weka platform and compared results as before. Results in table 2 indicate that k-NN with Omiois matches the performance of these state of the art classifiers, and in many cases outperforms them with statistical significance.

In all, the results of the classification task clearly demonstrate that Omiois constitutes a good alternative to traditional techniques in discriminating between thematically related titles. In this respect, Omiois can definitely be explored as the core measure for semantic classification since it has a stable performance and it is quite effective in identifying the best matching topic for a paper among numerous topics.

4.2 Bibliographic Data Clustering

In this task we use the small dataset (ECDL, ECML/PKDD and FOCs papers between 2006 and 2008) and cluster all the titles into three groups. We employ the CLUTO suite [?] and more specifically the default rb algorithm, a graph based clustering algorithm, and examine in what degree titles from the same publication venue have been clustered together. We use interchangeably Omiois and Cosine measures for creating the publication titles’ adjacency matrix upon, which clustering would operate and compare results. Nevertheless, to ensure that the performance of Omiois is not biased by the size of the original graph (Omi), we apply different threshold values to the Omiois scores that prune several edges of the graph and result in simpler graphs. All edges with Omiois$<10^{-3}$ have been pruned in Omi2, and similarly all edges with Omiois$<0.045$ in Omi3, thus providing a graph (Omi3) of size comparable to that of the Cosine graph (Cos) and a second graph (Omi2) with almost half the edges of the Omiois graph (Omi).

To compare the clustering performance between the cosine and Omiois, we used the four similarity matrices and all the criteria that rb supports. For our comparisons, we employed F-measure, which computes the degree of correspondence between the predefined categorization of paper titles into conferences and the resulting clustering schemas. Furthermore, we conduct in the same data set an experiment with k-means (k = 3), using cosine as the similarity measure and the Weka implementation for the algorithm.

The F-measure values (0.622 for Omi(rb), 0.62 for Omi2(rb), 0.61 for Omi3(rb), 0.61 for Cos(rb) and 0.581 for Cos(k-means) indicate that Omiois has an improved overall clustering performance compared to its variations. This implies that our measure can be readily employed in bibliographic data clustering applications without any prior need for fine-tuning its parameters.

4.3 Identifying Scientific Communities

In order to evaluate the effectiveness of Omiois in automatic-
evaluation of our measure in several text clustering, classification and community mining tasks revealed that Omiotis outperforms state-of-the-art techniques. The contribution of our approach lies on the provision of a novel measure for capturing both the semantic and the lexical relevance between small texts (i.e. publication titles in this work) rather than find the optimal clustering and classification schemes for bibliographic data organization. Therefore, we believe that our measure can be fruitfully explored in several other data mining applications and is on next plans to extend the application of our measure to other tasks that involve thematic organization of texts.
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